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discussion en ligne tout en préservant les 
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tels que le respect de la vie privée
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N-VA� : Nieuw-Vlaamse Alliantie
VB� : Vlaams Belang
MR� : Mouvement Réformateur
PS� : Parti Socialiste
PVDA-PTB� : Partij van de Arbeid van België – Parti du Travail de Belgique
Les Engagés� : Les Engagés
Vooruit� : Vooruit
cd&v� : Christen-Democratisch en Vlaams
Ecolo-Groen� : Ecologistes Confédérés pour l’organisation de luttes originales – Groen
Open Vld� : Open Vlaamse liberalen en democraten
DéFI� : Démocrate Fédéraliste Indépendant
ONAFH/INDÉP� : Onafhankelijk-Indépendant
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CRIV Voorlopige versie van het Integraal Verslag CRIV Version provisoire du Compte Rendu Intégral
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CRIV
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DÉVELOPPEMENTS

Mesdames, Messieurs,

L’exploitation sexuelle des enfants constitue l’une des 
infractions les plus graves et les plus préjudiciables dans 
notre société. Ses répercussions physiques, psychiques 
et sociales peuvent être particulièrement profondes et se 
prolonger souvent jusqu’à un âge adulte avancé chez les 
victimes. En 2024, en Flandre et à Bruxelles, 1713 signa-
lements d’abus sexuels d’enfants ont été enregistrés 
auprès des Vertrouwenscentra Kindermishandeling 
(VK).1 Il ne s’agit pourtant que de la partie émergée de 
l’iceberg car des chiffres internationaux montrent que 
l’exploitation d’enfants en ligne a fortement augmenté 
au cours des dernières décennies, notamment en raison 
de la globalisation de la communication numérique et de 
l’avènement de forums en ligne où les auteurs d’abus 
se retrouvent.2

1. Infiltration de forums en ligne

La lutte contre les abus sexuels sur des mineurs – hors 
ligne et en ligne – doit donc rester une priorité absolue 
pour les pouvoirs publics. Au cours des dernières années, 
le législateur belge a pris des mesures importantes, 
notamment par le biais de la loi du 25 décembre 2016 
(enquêtes sur internet)3 et de l’arrêté royal du 17 octobre 
2018 relatif à l’infiltration en ligne4. Au sein de la commis-
sion de la Justice, Mme Sophie De Wit a déjà déposé 
une proposition de loi5 visant précisément à étendre ces 
possibilités. En outre, la Cour européenne des droits de 
l’homme a précisé, dans l’arrêt Helme c. Estonie (3023/22, 
7 octobre 2025) que l’infiltration contrôlée en ligne par 
les autorités policières, dans des limites strictes et à 
condition d’éviter la provocation, est possible du point 
de vue juridique dans la lutte contre les abus d’enfants 
en ligne. Cet arrêt permet d’appliquer plus largement 

1	 https://www​.vrt​.be​/vrtnws​/nl​/2025​/05​/23​/meer​-dan​-7500​-meldingen​
-van​-kindermishandeling​-vooral​-emotionee/

2	 https://childfocus​.be​/fr​-be​/Exploitation​-Sexuelle​/Images​-dabus​
-sexuels​-sur​-les​-mineurs

3	 Loi du 25 décembre 2016 portant des modifications diverses au 
Code d'instruction criminelle et au Code pénal, en vue d'améliorer 
les méthodes particulières de recherche et certaines mesures 
d'enquête concernant Internet, les communications électroniques 
et les télécommunications et créant une banque de données des 
empreintes vocale, publiée au Moniteur belge du 25 décembre 
2016.

4	 Arrêté royal du 17 octobre 2018 portant exécution de 
l'article 46sexies, § 1er, alinéa 2, du Code d'instruction criminelle, 
publié au Moniteur belge du 19 novembre 2018.

5	 Proposition de loi modifiant la loi du 5 août 1992 sur la fonction 
de police et le Code d’instruction criminelle en ce qui concerne 
l’utilisation de techniques d’enquête policières disruptives en 
ligne et l’extension de la recherche numérique, Doc. parl., 
Chambre,2024-2025, DOC 56 0791/001.

TOELICHTING

Dames en Heren,

Seksueel misbruik van kinderen vormt een van de 
meest ernstige en ontwrichtende misdrijven in onze sa-
menleving. De fysieke, psychische en sociale gevolgen 
kunnen bijzonder ingrijpend zijn en reiken vaak tot ver in 
het volwassen leven van de slachtoffers. In 2024 werden 
in Vlaanderen en Brussel 1713 meldingen van seksueel 
kindermisbruik geregistreerd bij de Vertrouwenscentra 
Kindermishandeling (VK).1 Dit is slechts het topje van de 
ijsberg: internationale cijfers tonen aan dat onlinekinder-
misbruik de voorbije decennia sterk is toegenomen, mede 
door de globalisering van de digitale communicatie en 
de opkomst van onlinefora waar daders elkaar vinden.2

1. Infiltratie van internetfora

De bestrijding van seksueel misbruik van minderjarigen 
– offline én online – moet dan ook een absolute prioriteit 
blijven voor de overheid. De Belgische wetgever heeft 
de voorbije jaren belangrijke stappen gezet, onder meer 
via de wet van 25 december 2016 (internetrecherche)3 
en het koninklijk besluit van 17 oktober 2018 inzake 
online-infiltratie4. In de commissie voor Justitie werd door 
mevrouw Sophie De Wit reeds een wetsvoorstel5 inge-
diend om net die mogelijkheden uit te breiden. Daarnaast 
werd door het Europees Hof voor de Rechten van de 
Mens, in het arrest Helme t. Estland (3023/22, 7 oktober 
2025), verduidelijkt dat gecontroleerde online-infiltratie 
door politieautoriteiten, binnen strikte grenzen en mits 
het vermijden van provocatie en uitlokking, juridisch 
mogelijk is in de strijd tegen onlinekindermisbruik. Met dit 
arrest wort een ruimere toepassing van artikel 46sexies 

1	 https://www​.vrt​.be​/vrtnws​/nl​/2025​/05​/23​/meer​-dan​-7500​-meldingen​
-van​-kindermishandeling​-vooral​-emotionee/

2	 https://childfocus​.be​/nl​-be​/Seksuele​-Uitbuiting​/Seksuele​
-misbruikbeelden​-van​-minderjarigen

3	 Wet van 25 december 2016 houdende diverse wijzigingen van 
het Wetboek van strafvordering en het Strafwetboek, met het 
oog op de verbetering van de bijzondere opsporingsmethoden 
en bepaalde onderzoeksmethoden met betrekking tot internet 
en elektronische en telecommunicaties en tot oprichting van een 
gegevensbank stemafdrukken, bekendgemaakt in het Belgisch 
Staatsblad van 25 december 2016.

4	 Koninklijk besluit van 17 oktober 2018 tot uitvoering van 
artikel 46sexies, § 1, tweede lid van het Wetboek van strafvordering, 
bekendgemaakt in het Belgisch Staatsblad van 19 november2018.

5	 Wetsvoorstel tot wijziging van de wet van 5 augustus 1992 
op het politieambt en van het Wetboek van Strafvordering, 
betreffende verstorende politionele onderzoekstechnieken in 
een onlineomgeving en de uitbreiding van de digitale recherche, 
Parl. St., Kamer, 2024-2025, DOC nr. 56  0791/001.
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l’article 46sexies du Code d’instruction criminelle dans 
la lutte contre les abus d’enfants en ligne.6

Par la présente proposition de résolution, la Chambre 
des représentants vise à utiliser de manière plus effi-
cace et plus ciblée ces possibilités juridiques existantes. 
L’objectif est que la police fédérale libère suffisamment 
de moyens et de capacités pour pouvoir opérer proactive-
ment sur les forums de discussion en ligne connus pour 
être fréquemment utilisés dans le cadre de l’exploitation 
d’enfants. Cette approche est ciblée, proportionnée et 
basée sur des techniques de recherche éprouvées. 
Elle permettra d’identifier les réseaux, de détecter plus 
rapidement les victimes et de collecter des preuves dans 
le cadre de l’instruction judiciaire.

L’intérêt de cette piste de réflexion réside précisément 
dans son caractère ciblé. La méthode vise des plate-
formes et des comportements concrets au sujet desquels 
il existe des indices d’abus. Elle s’inscrit dans la logique 
classique d’une enquête pénale: s’il existe des indices 
d’une ou de plusieurs infractions, une observation ou 
une infiltration ciblée est autorisée sous le contrôle de 
l’autorité judiciaire. Cette approche respecte les garanties 
légales existantes et tient compte de la proportionnalité 
nécessaire.

2. Chat Control

L’approche évoquée ci-dessus diffère fondamentale-
ment de certaines propositions déposées récemment 
au niveau européen, telles que la proposition de règle-
ment “Chat Control” (règlement CSAM 2022/0155)7, qui 
consisterait à utiliser des technologies pour balayer, de 
manière généralisée et préventive, les communications 
de l’ensemble des citoyens, et ce, y compris dans le 
cas de services cloisonnés ou chiffrés de bout en bout 
(chiffrement). Cette proposition a soulevé un vent de 
critiques au niveau international, dont la lettre ouverte 
de septembre 2025 signée par 736 scientifiques issus 
de 37 pays.8 Ces derniers avertissent que la détection 
technique à grande échelle d’images ou de textes sus-
pects manque non seulement de fiabilité en raison des 
pourcentages élevés de signalements faux positifs ou 
faux négatifs, mais qu’elle induit également des risques 
fondamentaux en termes de respect de la vie privée, de 
cybersécurité et d’utilisation abusive de la technologie 
par des autorités ou des tiers.

6	 TERSAGO P., “Groen licht van EHRM voor politionele infiltratie 
op chatfora en inzet lokpuber”, Juristenkrant 2025/516, 1-2.

7	 Proposition de RÈGLEMENT DU PARLEMENT EUROPÉEN ET 
DU CONSEIL établissant des règles en vue de prévenir et de 
combattre les abus sexuels sur enfants, 11 mai 2022, 2022/0155.

8	 Consultable sur: https://csa​-scientist​-open​-letter​.org​/Sep2 025

van het Wetboek van strafvordering in de strijd tegen 
onlinekindermisbruik mogelijk gemaakt.6

Met dit voorstel van resolutie beoogt de Kamer van 
volksvertegenwoordigers deze bestaande juridische 
mogelijkheden efficiënter en doelgerichter te benutten. 
Het doel is dat de federale politie voldoende middelen 
en capaciteit vrijmaakt om proactief te kunnen opereren 
op onlinechatfora waarvan bekend is dat ze frequent 
worden gebruikt in het kader van kindermisbruik. Deze 
aanpak is gericht, proportioneel en gebaseerd op be-
wezen recherchetechnieken. Ze maakt het mogelijk 
om netwerken te identificeren, slachtoffers sneller op 
te sporen en bewijsmateriaal te verzamelen binnen het 
kader van het gerechtelijk onderzoek.

Het nut van deze denkpiste ligt precies in haar ge-
richtheid. De methode richt zich op concrete platforms 
en gedragingen waarvan er aanwijzingen bestaan dat 
er misbruik plaatsvindt. Ze vertrekt van de klassieke 
logica van een strafrechtelijk onderzoek: wanneer er 
aanwijzingen zijn van een misdrijf of misdrijven, is ge-
richte observatie of infiltratie geoorloofd onder toezicht 
van het gerecht. Deze aanpak respecteert de bestaande 
rechtswaarborgen en houdt rekening met de noodzake-
lijke proportionaliteit.

2. Chat Control

Dit staat in scherp contrast met sommige recente 
voorstellen op Europees niveau, zoals het zogenoemde 
voorstel voor een “chatcontrol”-verordening (CSAM-
verordening 2022/0155)7, waarbij technologieën zouden 
worden ingezet om algemeen en preventief de communi-
catie van alle burgers te scannen, ook bij afgeschermde of 
end-to-end versleutelde diensten (encryptie). Dit voorstel 
leidde tot veel kritiek op internationaal niveau, onder meer 
met een open brief van september 2025 van 736 we-
tenschappers uit 37 landen.8 Zij waarschuwen ervoor 
dat grootschalige technische detectie van vermoedelijke 
beelden of teksten niet alleen onbetrouwbaar is door 
de hoge percentages vals-positieve en vals-negatieve 
meldingen, maar ook leidt tot fundamentele gevaren 
voor de privacy, de cybersecurity en het misbruik van 
de technologie door overheden of derden.

6	 TERSAGO P., “Groen licht van EHRM voor politionele infiltratie 
op chatfora en inzet lokpuber”, Juristenkrant 2025/516, 1-2.

7	 Voorstel voor een VERORDENING VAN HET EUROPEES 
PARLEMENT EN DE RAAD tot vaststelling van regels ter 
voorkoming en bestrijding van seksueel misbruik van kinderen, 
11 mei 2022, 2022/0155.

8	 Raadpleegbar op: https://csa​-scientist​-open​-letter​.org​/Sep2 025
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Les scientifiques ont également souligné que le “cus-
tomer-side scanning” (l’analyse des messages ou des 
images sur l’appareil de l’utilisateur avant leur chif-
frement) compromettait la sécurité fondamentale des 
communications numériques. Le chiffrement de bout en 
bout protège les citoyens, les journalistes, les avocats, 
les victimes et les chercheurs contre toute ingérence 
ou abus; l’affaiblissement de cette sécurité porterait 
atteinte à la sécurité numérique et à la vie privée de 
millions de citoyens et créerait un précédent en matière 
de surveillance à grande échelle.

3. Nouvelle proposition danoise

Pour les raisons précitées, les propositions précédentes 
relatives au Chat Control ont été rejetées au Conseil 
de l’Union européenne. C’est pourquoi le Danemark a 
déposé une nouvelle proposition. La présidence danoise 
la présente comme une proposition de compromis dans 
la mesure où les fournisseurs ne seraient pas tenus 
d’installer le filtrage préalable du matériel visuel. Or, 
cette nouvelle proposition contient également de pro-
fondes atteintes à la vie privée des citoyens européens 
et présente des risques en matière de cybersécurité. Elle 
amorce clairement un retour à la proposition initiale de 
Chat Control et, partant, constitue une pente glissante.

Les passages suivants de la proposition danoise sont 
problématiques à cet égard:

1) la classification des risques rend les techniques 
de facto non volontaires: les services à haut risque 
(tels que WhatsApp, Signal ou iMessage) peuvent être 
contraints de développer des technologies non spécifiées, 
y compris éventuellement des techniques de détection; 
ceux qui ne le feront pas seront automatiquement reclas-
sés dans une catégorie de risque supérieure;

2) la vérification de l’âge peut conduire à des inter-
ventions intrusives: alors que les mesures devraient être 
proportionnées et respectueuses de la vie privée, le texte 
n’empêche pas les fournisseurs de services d’introduire 
des contrôles plus stricts qui entravent le respect de la 
vie privée ou l’accès à leurs services;

3) les app-stores se voient imposer des obligations 
étendues: ils doivent évaluer les risques liés à tous 
types d’applications (messagerie, réseaux sociaux, 
jeux, applications de rencontre, vidéoconférence…) et 
interdire aux enfants l’accès aux applications présentant 
un risque significatif;

4) la vérification obligatoire de l’âge est étendue: 
les app-stores doivent mettre en place des mesures 
fiables de vérification et de détermination de l’âge, ce 

De wetenschappers benadrukten verder dat de zo-
genaamde klant-side scanning – het doorlichten van 
berichten of beelden op het toestel van de gebruiker 
vóór ze worden versleuteld – de kernveiligheid van de 
digitale communicatie ondermijnt. End-to-end encryptie 
beschermt burgers, journalisten, advocaten, slachtof-
fers en onderzoekers tegen inmenging of misbruik; het 
verzwakken van deze beveiliging zou de digitale veilig-
heid en de privacy van miljoenen burgers aantasten en 
een precedent scheppen voor grootschalige monitoring.

3. Nieuw Deens voorstel

Om bovenstaande redenen sneuvelden eerdere 
voorstellen betreffende chat control in de Raad van de 
Europese Unie. Daarom heeft Denemarken een nieuw 
voorstel ingediend. Het Deense voorzitterschap verpakt 
dit als een compromisvoorstel, omdat providers niet 
zouden worden verplicht om de voorafgaande screening 
van beeldmateriaal te installeren. Ook dit nieuwe voorstel 
bevat echter verregaande inperkingen op de privacy van 
de Europese burgers en brengt risico’s op het vlak van 
cybersecurity met zich mee. Het is duidelijk een opstap 
naar het originele voorstel van Chat Control en vormt 
zo een hellend vlak.

Volgende passages uit het Deense voorstel zijn op 
dat vlak problematisch:

1) de risicoclassificatie maakt de technieken de facto 
niet vrijwillig: hoogrisicodiensten (zoals WhatsApp, Signal, 
iMessage) kunnen verplicht worden om niet-gespecifi-
ceerde technologieën te ontwikkelen, mogelijk inclusief 
scantechnieken; wie dat niet doet, wordt automatisch 
hoger ingeschaald;

2) de leeftijdsverificatie kan tot verregaande ingrepen 
leiden: alhoewel de maatregelen proportioneel en pri-
vacyvriendelijk zouden moeten zijn, verhindert de tekst 
niet dat dienstverleners strengere controles invoeren 
die de privacy of de toegang tot hun diensten beperken;

3) de app-stores krijgen ruime verplichtingen: zij moeten 
risico’s beoordelen voor alle soorten apps (berichtenapps, 
sociale media, games, datingapps, videoconferentie…) 
en kinderen de toegang ontzeggen tot apps met een 
significant risico;

4) de verplichte leeftijdsverificatie breidt uit: app-stores 
moeten betrouwbare leeftijdsverificatie- en leeftijds-
bepalingsmaatregelen invoeren, waardoor de bredere 
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qui replace au centre du débat plus large la question 
de la vérification de l’âge et de l’accès aux applications;

5) les mesures volontaires peuvent être aussi intrusives 
que le filtrage obligatoire: même si le filtrage obligatoire 
des images est abandonné, les fournisseurs peuvent 
appliquer volontairement des techniques de filtrage ou 
effectuer une détection à grande échelle (images et 
texte), ce qui peut conduire en pratique à un contrôle 
similaire voire plus poussé;

6) la clause de révision laisse la porte ouverte à une 
future législation plus stricte: la Commission européenne 
pourra déposer ultérieurement de nouvelles propositions, 
y compris des injonctions de détection ou des formes 
de filtrage préalable, ce qui pourrait faire resurgir des 
projets controversés précédents;

7) insécurité juridique: la détection volontaire et proac-
tive par les opérateurs ne répond probablement pas aux 
principes de nécessité et de proportionnalité;

8) le centre de l’UE présente une plus-value limitée: 
en raison de son rôle très limité, la création d’un centre 
de l’UE n’a guère de sens. Le fait qu’il soit tout de même 
créé montre clairement que l’intention est d’étendre 
rapidement les compétences du centre en imposant des 
restrictions plus profondes à la vie privée des citoyens 
de l’Union européenne.

Le compromis ne remédie pas aux préoccupations de 
principe liées au respect de la vie privée, à la menace 
d’une surveillance de masse et aux risques pour la 
résilience numérique.

4. Conclusion

La présente proposition de résolution invite dès lors 
la Belgique à défendre une ligne claire au sein des ins-
titutions européennes: la lutte contre les abus commis 
sur des enfants requiert des mesures vigoureuses, mais 
pas en exerçant un contrôle de masse indifférencié, 
ni en portant atteinte à la vie privée et à la sécurité de 
l’ensemble des citoyens. Les États membres doivent 
au contraire investir dans les capacités d’enquête, 
dans l’infiltration en ligne ciblée, dans la coopération 
internationale et dans le soutien des services de police, 
comme l’a confirmé la jurisprudence récente.

La présente proposition de résolution vise une ap-
proche équilibrée et conforme aux droits fondamentaux, 
à la fois ferme et efficace à l’égard des auteurs d’abus 
et respectueuse de la protection de l’ensemble des 
citoyens. L’enjeu est de taille car il en va de la protection 
des enfants, d’une part, et des libertés fondamentales, 
d’autre part. La présente proposition opte pour une 

discussie over leeftijdsverificatie en toegang tot apps 
opnieuw centraal staat;

5) de vrijwillige maatregelen kunnen even ingrijpend 
zijn als de verplichte screening: alhoewel verplichte 
beeldscreening vervalt, kunnen de aanbieders vrijwil-
lig scantechnieken toepassen of een brede detectie 
uitvoeren (beelden en tekst), wat in de praktijk tot een 
vergelijkbare of verdergaande monitoring kan leiden;

6) de herzieningsclausule houdt deur open voor toe-
komstig strengere wetgeving: de Europese Commissie 
kan later nieuwe voorstellen indienen, inclusief opspo-
ringsbevelen of vormen van voorafgaande screening, 
waardoor eerdere controversiële plannen opnieuw 
kunnen opduiken;

7) juridische onzekerheid: de vrijwillige proactieve 
detectie door operatoren voldoet mogelijk niet aan de 
principes van noodzakelijkheid en proportionaliteit;

8) het EU-centrum heeft een beperkte meerwaarde: 
door de sterk ingeperkte rol is de oprichting van een 
EU-centrum weinig zinvol. Dat het toch wordt opgericht 
is een duidelijk teken aan de wand dat het de bedoeling 
is de bevoegdheden van het centrum snel uit te breiden 
met meer verregaande inperkingen op de privacy van 
EU-burgers.

Het compromis neemt de principiële zorgen rondom 
de privacy, de dreiging van massasurveillance en de 
risico’s voor de digitale weerbaarheid niet weg.

4. Conclusie

In dit voorstel van resolutie wordt België daarom ver-
zocht om binnen de Europese instellingen een duidelijke 
lijn te verdedigen: de strijd tegen kindermisbruik vergt 
krachtige maatregelen, maar niet via een ongericht 
massatoezicht dat de privacy en de veiligheid van álle 
burgers aantast. In plaats daarvan moeten lidstaten 
investeren in onderzoekscapaciteit, gerichte online-
infiltratie, internationale samenwerking en ondersteuning 
van politiediensten, zoals bevestigd door de recente 
rechtspraak.

Dit voorstel van resolutie beoogt een evenwichtige en 
grondrechtenconforme aanpak: streng en doeltreffend 
tegen daders, respectvol voor de bescherming van alle 
burgers. De inzet is hoog: de bescherming van de kinde-
ren enerzijds, en de bescherming van de fundamentele 
vrijheden anderzijds. Met dit voorstel wordt gekozen voor 
een effectief, proportioneel en juridisch stevig verankerd 
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stratégie efficace, proportionnée et solidement ancrée 
du point de vue juridique, qui renforcera la lutte contre 
les abus sexuels commis sur des enfants sans compro-
mettre notre État de droit démocratique.

pad dat de strijd tegen seksueel kindermisbruik versterkt 
zonder onze democratische rechtsstaat te ondermijnen.

Jeroen Bergers (N-VA)
Maaike De Vreese (N-VA)
Wim Van der Donckt (N-VA)
Sophie De Wit (N-VA)
Kathleen Depoorter (N-VA)
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PROPOSITION DE RÉSOLUTION

La Chambre des représentants,

A. considérant que les séquelles d’abus sexuels sur 
des enfants sont souvent invisibles, mais peuvent mar-
quer à vie leur image de soi et leur résilience;

B. vu les 1713 signalements d’abus sexuels sur des 
enfants effectués en 2024 auprès des Vertrouwenscentra 
Kindermishandeling (VK) en Flandre et à Bruxelles;

C. vu l’augmentation alarmante, au niveau mondial, 
des abus sexuels sur mineurs en ligne au cours des 
vingt dernières années;

D. considérant qu’il est positif que l’Union européenne 
fasse de la lutte contre les abus d’enfants une priorité, 
mais que la proposition de règlement du Parlement 
européen et du Conseil établissant des règles en vue de 
prévenir et de combattre les abus sexuels sur enfants, 
2022/0155 (CSAM) constitue une grave restriction des 
droits fondamentaux, tels que le droit au respect de la 
vie privée;

E. vu la proposition de loi modifiant la loi du 5 août 
1992 sur la fonction de police et le Code d’instruction 
criminelle en ce qui concerne l’utilisation de techniques 
d’enquête policières disruptives en ligne et l’extension 
de la recherche numérique;

F. vu la jurisprudence de la Cour européenne des droits 
de l’homme dans l’arrêt Helme c. Estonie (3023/22) du 
7 octobre 2025, qui permet d’appliquer plus largement 
l’article 46sexies du Code d’instruction criminelle dans 
la lutte contre les abus d’enfants en ligne;

Demande au gouvernement fédéral:

1. de libérer, au sein de la police fédérale, plus de 
capacités qui se concentreront sur la possibilité juridique 
offerte par l’arrêt Helme c. Estonie d’infiltrer de manière 
proactive les forums de discussion fréquemment utilisés 
pour commettre des abus sur des enfants et de recueillir 
ainsi des éléments de preuve, afin que la justice puisse 
poursuivre plus efficacement les auteurs d’abus sexuels;

2. d’augmenter les peines prévues pour les abus 
sexuels commis sur des enfants;

VOORSTEL VAN RESOLUTIE

De Kamer van volksvertegenwoordigers,

A. overwegende dat de littekens van seksueel kin-
dermisbruik vaak onzichtbaar zijn, maar levenslang het 
zelfbeeld en de veerkracht van een kind kunnen tekenen;

B. gelet op de 1713 meldingen van seksueel kin-
dermisbruik die in 2024 bij het Vertrouwenscentra 
Kindermishandeling (VK) in Vlaanderen en Brussel 
werden gedaan;

C. gelet op de dramatische wereldwijde toename van 
online seksueel kindermisbruik de afgelopen 20jaar;

D. overwegende dat het goed is dat de Europese Unie 
een prioriteit maakt van de strijd tegen kindermisbruik, 
maar het voorstel van verordening van het Europees 
Parlement en de Raad tot vaststelling van regels ter 
voorkoming en bestrijding van seksueel misbruik van 
kinderen, 2022/0155 (CSAM) een te ernstige inperking 
op de grondrechten zoals het recht op privacy uitmaakt;

E. overwegende het wetsvoorstel tot wijziging van de 
wet van 5 augustus 1992 op het politieambt en van het 
Wetboek van Strafvordering, betreffende verstorende 
politionele onderzoekstechnieken in een onlineomgeving 
en de uitbreiding van de digitale recherche;

F. overwegende de rechtspraak van het Europees Hof 
voor de Rechten van de Mens in het arrest van 7 oktober 
2025, Helme t/ Estland, nr. 3023/22, waarmee een rui-
mere toepassing van artikel 46sexies van het Wetboek 
van strafvordering in de strijd tegen onlinekindermisbruik 
mogelijk wordt gemaakt;

Verzoekt de federale regering:

1. bij de federale politie meer capaciteit vrij te maken die 
zich op de juridische mogelijkheid van het arrest Helme 
t/ Estland toelegt om proactief chatfora te infiltreren die 
frequent worden gebruikt voor kindermisbruik en aldus 
bewijsmateriaal te verzamelen, zodat het gerecht daders 
van seksueel misbruik effectiever kan vervolgen;

2. de straffen voor seksueel kindermisbruik te verhogen;
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3. de réaliser une étude juridique et académique quant 
à la possibilité de supprimer rétroactivement le délai de 
prescription applicable aux abus sexuels commis sur 
des enfants;

4. de ne pas soutenir des mesures qui porteraient 
atteinte aux droits fondamentaux européens, tels que 
le respect de la vie privée;

5. de s’opposer de toutes les manières possibles 
aux propositions visant à introduire le Chat Control et, 
partant, de plaider activement, tant auprès du Conseil 
européen qu’auprès de la Commission européenne, en 
faveur du rejet définitif de la proposition de règlement 
du Parlement européen et du Conseil établissant des 
règles en vue de prévenir et de combattre les abus 
sexuels sur enfants, 2022/0155 (CSAM).

4 décembre 2025

3. een juridisch-academisch onderzoek te voeren 
naar de mogelijkheid van een retroactieve afschaffing 
van de verjaringstermijn bij seksueel kindermisbruik;

4. geen maatregelen te ondersteunen die een inbreuk 
vormen op de Europese grondrechten zoals de privacy;

5. zich op alle mogelijke manieren te verzetten tegen 
voorstellen die de invoering van Chat Control inhouden 
en dus er, zowel bij de Europese Raad als de Europese 
Commissie, actief voor te pleiten om het voorstel van 
verordening van het Europees Parlement en de Raad 
tot vaststelling van regels ter voorkoming en bestrijding 
van seksueel misbruik van kinderen, 2022/0155 (CSAM) 
definitief af te keuren.

4 december 2025

Jeroen Bergers (N-VA)
Maaike De Vreese (N-VA)
Wim Van der Donckt (N-VA)
Sophie De Wit (N-VA)
Kathleen Depoorter (N-VA)
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